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Topology optimization with implicit
functions and regularization
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SUMMARY

Topology optimization is formulated in terms of the nodal variables that control an implicit function
description of the shape. The implicit function is constrained by upper and lower bounds, so that only
a band of nodal variables needs to be considered in each step of the optimization. The weak form of
the equilibrium equation is expressed as a Heaviside function of the implicit function; the Heaviside
function is regularized to permit the evaluation of sensitivities. We show that the method is a dual of
the BendsHe–Kikuchi method. The method is applied both to problems of optimizing single material and
multi-material con�gurations; the latter is made possible by enrichment functions based on the extended
�nite element method that enable discontinuous derivatives to be accurately treated within an element.
The method is remarkably robust and we found no instances of checkerboarding. The method handles
topological merging and separation without any apparent di�culties. Copyright ? 2003 John Wiley &
Sons, Ltd.
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1. INTRODUCTION

This paper presents a new approach to topology optimization based on implicit functions. The
implicit functions are approximated by the same mesh and shape functions that are used for the
solution of the equilibrium equations. The shape is then piecewise continuously di�erentiable,
although it is also feasible to use Hermite interpolants for the implicit function and obtain
continuously di�erentiable shapes.
A key step in the method is that the equilibrium equations are expressed in the design

space with the current topology expressed by a Heaviside step function. This step function
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is then regularized to enable sensitivity matrices (derivatives of the objective functions and
constraints) to be evaluated.
The method is linked to the extended �nite element method [1, 2]. This enables the design

to include features such as interfaces between materials that are not coincident with the mesh,
arbitrarily positioned cracks, holes, etc. Although only examples of the use of interfaces are
given here, the resulting method has the potential to treat problems of optimal design that
have not been treated before. The method is remarkably robust and mesh-independent. In
the problems we have run, we �nd no evidence of checkerboarding or any other instability.
Furthermore, so-called grayscale subdomains are avoided and mesh-dependence appears to be
minimal.
The modern theory of structural optimization was developed by Schmit [3], Fox [4] and

Prager and Taylor [5] in the 1960s. It was mainly aimed in sizing problems of frame structures
[6, 7]. Shape optimization is reported in Zienkiewicz and Campbell [8], a survey of early works
can be found in Reference [9].
In the pioneering work of BendsHe and Kikuchi [10], a so-called microstructure or homog-

enization based approach was developed for topology optimization problems. In Reference
[10], the design space is covered by a structured mesh of �nite elements, usually of low
order. The optimization problem is then posed as �nding the parameters of elements where
the parameters are based on a microstructure of the material in these elements. The parameters
usually characterize the sizes of holes in the microstructure, so the outcome of the optimiza-
tion procedure is that most elements are �lled or empty. The outline of the �lled elements
then constitutes the optimum topology. Incidentally, it is our opinion that the microstructural
model acts primarily as a regularization of the empty-�lled (0-1) problem.
This is borne out by the so-called inverse homogenization approach of BendsHe [11], also

see References [12, 13]. In this approach, the 0-1 condition for each element is regularized by
multiplying the integrands in the problem by ��, where generally �¿3. This again regularizes
the (0-1) transition of an element from empty to full. The regularization occurs primarily for
�=0, but at the other end of the interval a constraint is used. Note that while the requirement
�¿3 is often attributed to microstructural considerations, it is the lowest value of � for which
the second derivative is continuous at �=0.
We will not review the extensive literature on various material interpolation schemes; an

extensive bibliography can be found for example in BendsHe [14] and Sigmund [15].
The only recent method that is similar to this paper is by Sethian and Wiegmann [16], who

use level set methods. Level set methods are also based on implicit functions, but employ the
integration of hyperbolic conservation equations to update the implicit functions.
The approach given here di�ers in several respects from the method of Sethian and

Wiegmann [16]. Since a weak form of the equilibrium equations is used here, the topol-
ogy can be explicitly incorporated in the equilibrium constraint by a Heaviside function of
the implicit function that describes the shape. Therefore, neither the development of relations
between stress and velocity nor the integration of conservation equations is needed in our ap-
proach. Secondly, a �nite element method is used instead of a �nite di�erence method. While
the choice between the �nite element and �nite di�erence methods is perhaps primarily a mat-
ter of personal preference, the �nite element method does facilitate the use of unstructured
meshes, which is sometimes desirable. Furthermore, the overall treatment of discontinuities
and interfaces with any order of accuracy appears to be substantially more straightforward in
the context of the extended �nite element method used here.

Copyright ? 2003 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng 2003; 57:1177–1196
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Figure 1. Constrained implicit function M(x).

The outline of this paper is as follows. In Section 2, the optimization problem is described.
The discrete equations are obtained in Section 3. Section 4 examines the duality of this scheme
with the BendsHe–Kikuchi method. In Section 5, the optimization problem for composite
materials is developed. Several examples including the topology optimization of composite
materials are studied in Section 6, followed by the conclusions.

2. OPTIMIZATION PROBLEM

In the following, we present the formulation of the optimization problem. Small deformation
elastic behaviour is considered here. We assume that we are given a design space �des to
which all possible designs are restricted. We seek a body � with boundary � that provides
an optimal design. The topological design is described by an implicit function M(x) so that

M(x)=0 on �

M(x)¿0 inside �

M(x)¡0 outside �

(1)

The implicit function is initially chosen to be a signed distance function or de�ned by radial
basis functions from a set of points; no e�ort is made to keep it a signed distance function
during the optimization. The function M(x) is only considered of relevance in a narrow band
about the surface M(x)=0. Therefore, we impose the constraint

if |M(x)|¿� then M(x)= � sign(M(x)) (2)

The resulting function then consists of two plateaus as shown in Figure 1 separated by a steep
slope around the boundaries.
To clarify the subsequent developments, we consider the standard problem of minimizing

the compliance C (maximizing the sti�ness). Thus we seek in �des the function M(x) which
minimizes C subject to equilibrium and the volume constraint.
The mean compliance can be expressed as the following if body forces are not considered:

C=
∫
�t
uT �t d� (3)

Copyright ? 2003 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng 2003; 57:1177–1196
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where �t is the surface on which the traction is prescribed to be �t. The location of the
prescribed traction boundary is considered �xed. To enforce equilibrium, we will use the
weak form (i.e. the principle of virtual work), which gives that for displacements u∈U∫

�des

H (M(x))�UT� d�=
∫
�t
�uT �t d� ∀�u∈U0 (4)

where

H (M(x))=
{
0 M¡0

1 M¿0
(5)

In the above U and U0 are the spaces of kinematically admissible displacements

U = {u(x)|ui(x)∈C0 | ui= �ui on �u} (6)

U0 = {�u(x)|�ui(x)∈C0 | �ui=0 on �u} (7)

where C0 denotes a space of piecewise continuously di�erentiable function, U are the strains
and � the stresses; the pre�x � indicates a variation (or test function). Note that the displace-
ment constraints are given in Equation (6). The shape of the structure has been embedded in
the above weak form of the equilibrium equations by multiplying the integrand by H (M(x))
as in the structured version of X-FEM [17, 18] described in Reference [2].
For an elastic material (4) is equivalent to the principle of minimum potential energy

u=Arg
[
Inf
u
�(u)

]
u∈U (8)

where

�(u)=
1
2

∫
�des

H (M(x))UTCU d�−
∫
�t
uT �t d� (9)

and C is the elasticity matrix.
The volume constraint can be imposed as

g=
∫
�des

H (M(x)) d�− V0 = 0 (10)

where V0 is the speci�ed volume. The design problem can then be posed as

Minimize
M

C(M) (11)

subject to the weak form of equilibrium (4), the displacement constraints in Equation (6) and
the volume constraint (10).
We note that by the principle of minimum potential energy, the objective function can be

written as

�=
1
2

∫
�des

H (M(x))UTCU d�− C= 1
2

∫
�des

H (M(x))UT� d�−
∫
�t
uT �t (12)

Copyright ? 2003 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng 2003; 57:1177–1196
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Figure 2. Narrow band for active M around boundary.

Therefore, the optimization problem can be posed as the max–min problem

M=Arg
{
Sup
M(x)

[
Inf
u(x)
�(u(x);M(x))

]}
(13)

subject to the displacement constraints and volume constraint.

3. DISCRETIZATION AND SOLUTION PROCEDURE

For the purpose of formulating the discrete problem, we approximate M(x) by shape functions
NI (x).

Mh(x)=
∑
I
NI (x)MI (14)

In most cases considered here the mesh is structured, but the method is applicable without
modi�cation to unstructured meshes. This is one of the key steps in the method: the geometry
(or topology) is described by the nodal values of M(x) and shape functions so that the space
of achievable designs will be C0 in shape when C0 shape functions are used. Smoother shapes
can be obtained by using C1 shape functions, which are not di�cult to construct when the
elements are rectangular. Corresponding to (2), the values of MI are constrained by the rule

if |MI |¿� then MI = � sign(MI) (15)

Therefore, only the nodal variables in a narrow band about the current boundary are considered
unknowns in any step of the optimization. The implicit function de�nition is then as depicted
in Figure 2. Around the boundary of the object, the nodal value of M(x) varies approximately
linearly with the distance from the boundary. Beyond a certain distance, however, M becomes
constant.

Copyright ? 2003 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng 2003; 57:1177–1196
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The displacement �eld is similarly described by shape functions, so

uh(x) =
∑
I
NI (x)uI (16)

�uh(x) =
∑
I
NI (x)�uI (17)

Therefore, from (4) the equilibrium equations can be written as∫
�des

H (M(x))BI� d�=
∫
�t
NI t d� (18)

where BI are submatrices of the standard strain-displacement matrix B that gives U by

U=
∑
I
BIuI =Bu (19)

and the displacement and volume constraints can be written as

gu= {gui }= {ui(x)− �ui(x)}=
{∑

J
NJ (x)uiJ − �ui(x)

}
=0

gv=
∫
�des

H (M) d�− V0 = 0
(20)

The objective function (12) with respect to the displacements can be written as the following
by means of the augmented Lagrangian method for the displacement constraints:

WAL(uI ; [1) =�+ [T1gu +
1
2
pgu

T
gu

=
1
2

∫
�des

H (M(x))UTCU d�− C + [T1gu +
1
2
pgu

T
gu

(21)

where [1 is a vector of the Lagrange multipliers and p is the penalty parameter.
Similarly the objective functions with respect to the implicit function can be expressed as

the following by means Lagrange multiplier method for the volume constraint:

�L(MI ; �2) =�+ �2gv

=
1
2

∫
�des

H (M(x))UTCU d�− C + �2gv

=−1
2

∫
�des

H (M(x))UTCU d� + �2gv (22)

where �2 is a scalar Lagrange multiplier for the volume constraint.
The optimization problem is solved by the following iterative procedure:

1. Minimize the potential function WAL(uI ; [1) in (21) to obtain the equilibrium displace-
ments uI .

Copyright ? 2003 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng 2003; 57:1177–1196
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2. Maximize the objective function �L(MI ; [2) in (22) to update the nodal value of the
implicit function MI .

The �rst step can be solved by using the CG (conjugate gradient) method, Fletcher et al.
[19]. The equilibrium displacement for any MI is the stationary point of WAL(uI ; [1), i.e. the
point where the �rst derivatives of WAL(uI ; [1) vanish with respect to uI and [1, respectively.
The discrete equations are:

@WAL
@uI

=
∫
�des

H (M(x))@U
T

@uI
CU d�−

∫
�t

�t · @u(x)
@uI

d� + [T1
@gu

@uI
+ p

[
@gu

@uI

]T
gu=0 (23)

@WAL
@[1

= gu= {ui − �ui}=
{∑

J
NJ uiJ − �ui

}
=0 (24)

After the equilibrium displacement is obtained for current MI , the nodal values of the implicit
function MI are updated by maximizing the objective function �L(MI ; [2). This corresponds to
�nding the point where the �rst derivatives of �L(MI ; [2) vanish with respect to MI and [2:

@�L
@MI

= −1
2

∫
�des

@H (M(x))
@MI

UTCU d� + [2
∫
�des

@H (M(x))
@MI

d�=0 (25)

@�L
@[2

= gv=
∫
�des

H (M(x)) d�− V0 = 0 (26)

However, the �rst derivatives of the objective functions involve derivatives with respect to
arguments of the step functions, H (M). Since the derivative of the Heaviside step function is
the Dirac delta function, it would make the method unworkable. Therefore we regularize the
step function so that its derivative can be obtained numerically. We use di�erent regularized
functions for the weak equilibrium equation and the volume constraint. The regularized step
functions for weak equilibrium and volume are, respectively

equilibrium: �H1(M)=




� M6− l
1
4

(
1 + sin

�M
2l

)2
−l¡M¡l

1 M¿l

(27)

volume: �H2(M)=




� M6− l
1
2

(
1 + sin

�M
2l

)
−l¡M¡l

1 M¿l

(28)

where l is the smoothing length and l6�, � is a small positive number to ensure that the
numerical sti�ness for any design in the design domain is non-singular. These regularized step
functions and their derivatives are shown in Figure 3. It can be seen that �H2(M) is smoother
than �H1(M). Note the volume step function regularization is only used for (25) not (26).

Copyright ? 2003 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng 2003; 57:1177–1196
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Figure 3. Regularized (smoothed) step functions �H (M) and their derivatives �H
′

(regularized Dirac delta functions).

Replacing the step functions by (27) and (28), the discrete equations (23) and (24) can be
written as

@WAL
@uI

=
∫
�des

�H1(M(x))BTI � d�−
∫
�t
NI �t d� + [T1GI + pGIgu=0 (29)

@WAL
@[1

= gu= {ui − �ui}=
{∑

J
NJ uiJ − �ui

}
=0 (30)

where GI = {@gu=@uI}={Gij}I =
{
@guj =@ui

}
I
={NJ�IJ �ij}

The conjugate gradient method with the secant method is used to solve the above equations.
The secant method is used because it avoids calculating the second derivatives of function
WAL to obtain the stationary point of WAL.
Similarly, (25) and (26) can then be written as

@�L
@MI

=−1
2

∫
�des

@ �H1(M(x))
@MI

UT� d� + [2
∫
�des

@ �H2(M(x))
@MI

d�

=−1
2

∫
�des

�H
′
1(M)NI (M(x))UT� d� + [2

∫
�des

�H
′
2(M)NI (M(x)) d�

= 0 (31)

Copyright ? 2003 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng 2003; 57:1177–1196
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@�L
@[2

= gv=
∫
�des

H (M(x)) d�− V0 = 0 (32)

where we have used the following

@
@MI

�Hi

(∑
J
MJNJ

)
= �H

′
i (M)NI (x) (33)

and �H
′
i (M) is the derivative of �Hi(M) with respect to its argument.

Following BendsHe [14] we use a heuristic updating scheme for the nodal values of the
implicit function MI . The update formula is

MnewI =(MI + �)A�I − � (34)

where � is an exponent that serves as a numerical damping coe�cient; we use �=0:5; AI is
given by

AI =

∫
�des

�H
′
1(M)NI (M(x))UTCU d�

[2
∫
�des

�H
′
2NI (M(x)) d�

(35)

We use bisection to determine the value of Lagrange multiplier [2 which satis�es the
volume constraint (32). Note that there is no smoothed step function in (32) so that the
volume constraint is met exactly. The element integral in (32) is evaluated as described in
Reference [2]. In some steps of the iterative process, all MI for which MI¿0 should be
considered in the optimization process. Otherwise, it may be possible that holes are missed.
However, we only used MI in a narrow band in most steps.

4. DUALITY

We can show that the proposed formulation is (with slight modi�cation) a dual of the SIMP
method. In the SIMP method the internal energy is written as

W int =
1
2

∫
�des

��H (�)UT� d� (36)

where � is a density; the step function is not included in the standard form of SIMP (e.g.
see Sigmund [15]) but the equivalent constraint �¿0 is applied instead; if (36) is used, the
constraint �¿0 is unnecessary. The volume constraint is similarly expressed in terms of a
density. We can write (36) as

W int =
1
2

∫
�des

H (M)UT� d� (37)

where M is a generalized density function

M=��H (�) (38)

Copyright ? 2003 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng 2003; 57:1177–1196
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It can be seen that (37) is identical to the internal energy in (9) if we view M as a generalized
density function.
The di�erence between the two methods lies in the interpolation of M. In the proposed

method, M(x) is interpolated by C0 functions in terms of nodal variables, so

MNh(x)=
∑
I
MINI (x) (39)

where MNh(x) refers to a nodal approximation of M(x).
In the BendsHe–Kikuchi method and its o�spring, M(x) is interpolated by an C−1 approx-

imation in terms of element variables. Therefore, in general

MEh(x)=
∑
e

∑
�
Me�N e� (x) (40)

where MEh(x) is an element-based approximation of M(x), Me� = M(xe�) and xe� are a set of
points in element e; Ne� (x) are C−1 shape functions, so the support of Ne� (x) is limited to ele-
ment e. For constant M elements commonly used in topology optimization, the approximation
is characterized by a single value in each element and (40) can be written as

MEh(x)=
∑
e
MeHe(x) (41)

where

He(x)=

{
1 if x∈�e
0 if x =∈�e

(42)

The two approximations can be related by a least-square projection P so that

MNh=PMEh (43)

This projection is quite well known (see e.g. Reference [20, p. 36]). The nodal values of the
C0 function are given by

MIJMJ = gI (44)

where

MIJ =
∫
�
NI (x)NJ (x) d� (45)

gI =
∫
�
NI (x)MEh(x) d� (46)

From (43)–(46), the nodal values MI corresponding to any element-based design described
by MEh (given by (40)) can be obtained. Therefore for any element-based design there exists
a corresponding nodal-based design.
Similarly, an inverse projection can be de�ned by (40) with

Me�=MNh(xe�) (47)

So any nodal-based design has an element-based dual. This duality is illustrated in Figure 4.
Although a duality exists between the C0 and C1 designs as described above, this does not

Copyright ? 2003 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng 2003; 57:1177–1196



TOPOLOGY OPTIMIZATION 1187

Figure 4. Projection between element-based design and nodal-based design.

imply that the solutions will have identical stability properties. In fact, the results obtained
here indicate that the proposed method has signi�cantly di�erent stability properties.
This duality presents the possibility of some potentially useful algorithmic options. For

examples, it may be possible to switch from nodal-based design to element-based design to
check whether the former has missed a minimum because of limitations on the design space.
Similarly, the projection (44) can be invoked at any step to obtain a smoother design.

5. GENERALIZATION TO DESIGN OF COMPOSITES

We describe next the formulation of some problems in the design of composites. Design of
composites has previously considered in Reference [21]. Problems concerned with extreme
materials including composites with extreme thermal expansion coe�cients and smart com-
posite materials have been considered in References [22] and [23], respectively. We consider
here the design of a two-material composite. The design space �des is a rectangle which cor-
responds to a representative volume element. Let the volumes occupied by materials A and
B be denoted by �A and �B, respectively, and denote the union of the interfaces between
�A and �B by �int. The interfaces between the materials are speci�ed by M(x)=0 and we
de�ne that

M(x)=0 on �int

M(x)¿0 in �A

M(x)¡0 in �B

(48)

The material property of the composites in the design space can then be written as

C(x)=CB + (CA −CB)H (M(x)) (49)

where CA and CB are the elasticity matrices of materials A and B, respectively.
The implicit function is discretized as before by shape functions (14). The displacement

�eld requires extra terms to account for the discontinuity in the strains and stresses, so we

Copyright ? 2003 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng 2003; 57:1177–1196
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approximate the displacement �eld by

u(x)=
∑
I
NI (x)uI +

∑
I ∈S
NI (x)|M(x)|qI (50)

where S is the set of nodes whose support is crossed by the interface �int and qI are additional
nodal parameters, see Belytschko et al. [24] and Sukumar et al. [25]. The above is a local
partition of unity enrichment; see Babu	ska and Melenk [26] and Chessa et al. [27]. Note that
the enrichment is also expressed in terms of the implicit function.
We impose a volume constraint that the volume of material A is �xed to VA0 , i.e.∫

�des

H (M(x)) d�=VA0 (51)

For simplicity we consider the problem of maximizing the sti�ness. The formulation is now
similar to the preceding. As before, the key steps are the nodal interpolation of M(x) and the
regularization of the step function; the same regularization was used.

6. EXAMPLES

Except where noted, all examples were solved with 4-node quadrilateral structured meshes
with bilinear displacement �elds and �=0:2, l=0:05. In elements away from the boundary,
2×2 quadrature was used. In elements where |M| �= � i.e. near a boundary, 3×3 quadrature
was used. If not mentioned, the material parameters are: Young’s modulus E=1000:0 and
Poisson’s ratio �=0:3. Plane strain is assumed and the loading is P=1:0.

6.1. Cantilever beam loaded on the right side

The problem is de�ned in Figure 5. The displacement is constrained to vanish along AB
and a load is applied as shown over a surface that is 0.2 in depth (and of unit width). The
dimensions of design domain are: length L=8:0, width W =5:0. The volume constraint is
V0 = 0:4Vdes.

Figure 5. De�nition of the problem 6.1.

Copyright ? 2003 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng 2003; 57:1177–1196
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Figure 6. Process of optimization for cantilever beam loaded on the right side: (a) initial structure;
(b) step 22; (c) step 40; (d) step 77; (e) step 105; and (f) �nal design.

Here, the left side is �xed and a 40×25 mesh is used. Figure 6 shows the intermediate
shapes during the process of optimization, the �nal optimal structure is shown in Figure 6(f).
It can be seen that the material moves rapidly from the centre where it is �rst located.
Furthermore, the boundaries merge and holes are developed during the optimization proce-
dure. The distribution of the von Mises e�ective stress of the optimal structure is shown in
Figure 7.
Figure 8 is the optimal design from Sigmund’s 99 line matlab code [15]. Because the

density variable was used, the boundary of optimal structure is not as clear and smooth as
the result which is shown in Figure 6(f). However, the design is otherwise identical.
We ran the optimization with various meshes for the same � and l. The minimum mean

compliances are given in Table I. The values of Cmean for the di�erent meshes are shown in
Figure 9. It can be seen that the mean compliance converges to the �nal value quite rapidly
for all of the meshes except the coarsest mesh. However, the �nal topology that is shown

Copyright ? 2003 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng 2003; 57:1177–1196
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Figure 7. Von Mises e�ective stress distribution for �nal design.

Figure 8. Optimal structure by method of
Sigmund [15].

Figure 9. The mean compliance during the process
of optimization.

Table I. The minimal mean compliance for di�erent meshes.

Meshes 20×13 40×25 50×31 60×39 70×45 80×51
Cmean 0.0450 0.0415 0.0414 0.0410 0.0411 0.0411

in Figure 6 requires a large number of additional steps. The values of � and l do not e�ect
the minimal mean compliance much. We found that the larger smoothing length l will result
in faster convergence so that a larger smoothing length is suggested for �ne meshes. It is
apparent that a 40×25 mesh is su�cient to obtain good results. From Figures 6 and 9 it
can be seen that while the compliance is almost unchanged from step 77, the topology still
changes signi�cantly. Evidently, certain components of the gradient of the objective function
are very small in the vicinity of the optimum.

Copyright ? 2003 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng 2003; 57:1177–1196
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Figure 10. Process of optimization for initial design 1: (a) initial design 1; (b) step 25; (c) step 50;
(d) step 70; (e) step 100; and (f) �nal design.

The 9-node element is also studied here with a 40×25 mesh. 4×4 quadrature is used
with C1 shape function. It gives an identical minimal mean compliance and identical �nal
design.

6.2. Cantilever beam loaded at the right bottom

The same design domain is considered for a cantilever beam with the load applied on the
bottom right corner. Two di�erent initial structures were used as shown in Figures 10 and 11.
The volume constraint is V0 = 0:3Vdes. Figures 10 and 11 also show the optimization processes
for the di�erent initial shapes. It can be seen that although the initial shapes are di�erent, the
optimal structures are identical. Again, the method is able to open holes, merge surfaces and
generate new surfaces in the optimization process.

6.3. Cantilever beams with a �xed hole

We also consider a cantilever beam with a �xed hole; this problem was previously studied
by Sigmund [15]. As shown in Figure 12, the dimensions of cantilever beam are: L=9:0 and
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Figure 11. Process of optimization for initial design 2: (a) initial design 2; (b) step 30;
(c) step 100; and (d) �nal design.

W =6:0. The radius of the hole is 2.0 and its centre is at (3:0; 3:0). The volume of material
is V0 = 0:5Vdes. The same loadings are considered as examples 6.1 and 6.2. Figure 13 shows
the �nal optimal designs for di�erent loadings. The �nal design of Figure 13(a) is almost
identical to that of Sigmund [15].

6.4. Composite material

In the following, the topology optimization method is used to design a composite ma-
terial. In this problem, the two materials are designated by A and B. The parameters are:
Young’s modulus EA=2EB=1:0 and Poisson’s ratio �A= �B=0:3. The volume constraint is
VA0 = 0:42Vdes. The topology optimization was applied to a square based cell, each of which
is required to contain a hole of radius 0:25L, where L is the length of the side. 30×30 and
45×45 element meshes are used. The initial distribution of these two materials is shown in
Figure 14 with uniaxial compression �=1:0 applied in the y-direction.
The topology optimization procedure is applied on the base cell with periodic boundary

conditions. Figure 15 shows the �nal distribution of the materials. It can be seen that in the
optimum design, the material shifts as much as possible away from the hole so that the sti�est
possible continuous member remains.

6.5. Centre-loaded beam

This problem is well known to be subject to instabilities in the BendsHe–Kikuchi type methods,
see Jog and Haber [28]. The problem description is given in Figure 16. The volume constraint
is V0 = 0:6Vdes. The design obtained by present method is shown in Figure 17. As can be seen,
the design is quite smooth and free of any signs of instability.
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Figure 12. Cantilever beam with a �xed hole. Figure 13. Optimized shape under two
di�erent loadings.

Figure 14. Initial design of composite with holes.

7. CONCLUSIONS

A method for topology optimization based on implicit function description of the surface of
the design has been described. The implicit function is described in terms of nodal variables
and C0 �nite element shape functions. The implicit function is viewed as the design variable
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Figure 15. Optimal design of composite with holes.

Figure 16. Centre-loaded beam.

Figure 17. Final design of centre-loaded beam.

and the optimization problem can then be posed as a mathematical programming problem in
terms of the nodal displacements and the nodal values of the implicit function.
The method is closely related to the homogenization methods of BendsHe and Kikuchi [10],

and we have proposed a duality between the methods. However, the numerical properties
appear to be di�erent. Remarkably, no oscillatory results were observed as is often found in
the element-based methods. Indeed, the results converged smoothly to smooth results. At �rst
glance, one may try to explain the di�erent stability characteristics by the analogy to the Stokes
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problem proposed by Jog and Haber [28]. According to their proposal, the density in the design
problem corresponds to the pressure in the Stokes problem. The BendsHe–Kikuchi method
thus corresponds to the discrete Stokes problem with a constant pressure, bilinear velocity
quadrilateral element. However, the Stokes problem element corresponding to the optimization
element for our method, which is the continuous bilinear pressure, bilinear velocity element
is also unstable, see Hughes [29]. Thus the stability properties apparently involve additional
or di�erent factors. On the other hand, our method may possess an instability that was not
revealed in these examples.
The method shares many features with the homogenization method of BendsHe and Kikuchi

[10]; a structured mesh is used on the design space and the topology is obtained by �nding
the stationary value with respect to a smoothing variable. In the BendsHe–Kikuchi approach,
the smoothing variable is the size of the hole in the element, in this case the regularized
step function. However, the design parameters in the BendsHe–Kikuchi approach are element
related, whereas the shape here is piecewise continuous. This may account for the greater
smoothness and stability of this method. The present method makes no recourse to any mi-
crostructural variables. Instead, the shape is directly described by implicit functions and uses
regularization of the step function.
It would be quite straightforward to add h-adaptivity as p-adaptivity in the present method.

In addition, by using features from previously developed extended �nite element method, we
are able to treat material interfaces with accuracy.
The methodology undoubtedly has limitation in the geometries that can be treated, for it

is known that implicit surface de�nitions can lead to di�culties at corners. We have not
encountered these here. It appears that in the realm of problems we have exploited, optimum
shapes are quite smooth so the interpolation by �nite element shape functions has proved
quite robust.
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