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SUMMARY

De�nitions and equations are provided for the quantitative assessment of numerical (veri�cation) and
modelling (validation) errors and uncertainties for CFD simulations and of intervals of certi�cation for
CFD codes. Veri�cation, validation, and certi�cation methodology and procedures are described. Exam-
ples of application of quantitative certi�cation of RANS codes are presented for ship hydrodynamics.
Opportunities and challenges for achieving consensus and standard V&V and certi�cation methodology
and procedures are discussed. Copyright ? 2005 John Wiley & Sons, Ltd.

KEY WORDS: veri�cation; validation; certi�cation; CFD

INTRODUCTION

In spite of the ever-increasing need and importance for standards for computational �uid
dynamics (CFD) uncertainty analysis=accuracy estimation, there are currently many view-
points covering all aspects from basic concepts and de�nitions to detailed methodology and
procedures. A similar situation existed for experimental �uid dynamics (EFD) uncertainty
analysis, ca. 1960 for which currently standards are widely accepted and available, although
widespread use is still lacking.
Pioneering work was done by Roache [1] who proposed the grid convergence index (GCI)

for estimating uncertainty due to grid and time step errors based on Richardson extrapolation
(RE) using multiple solutions on systematically re�ned grids, thereby, providing a quantita-
tive metric for veri�cation. Roache [2] expanded on this work through overall discussion of
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1336 F. STERN, R. WILSON AND J. SHAO

veri�cation and validation (V&V), including: use of EFD de�nitions for errors and uncer-
tainties; phrases (e.g. veri�cation deals with equations solved correctly and validation with
correct equations and veri�cation deals with mathematics and validation with physics) and
activities (e.g. method of manufactured solutions and benchmark solutions for veri�cation
and use of experimental data for validation) de�ning V&V; discussion for V&V of both
codes and solutions; many case studies demonstrating use of GCI; single grid error estimation
methods; and broader issues such as code quality assurance and certi�cation. Such de�nitions
for V&V, however, in the authors’ viewpoint are inadequate. Quantitative metrics are needed
for both veri�cation and validation, and methodology is needed for combining errors and
uncertainties.
The AIAA Committee on Standards for CFD [3] and Guide for V&V of CFD Simula-

tions [4] uses de�nitions from information theory for errors and uncertainties with emphasis
on measurement of accuracy as opposed to estimation of errors and uncertainties; follows
Roache’s phrases and expands considerably on his activities along with broad statements in
de�ning V&V; discusses mostly code, but also solution V&V; and additionally discusses pol-
icy statements on experimental and numerical accuracy. Code veri�cation activities measure
accuracy in relation to benchmark analytical and ordinary and partial di�erential equation
solutions for simpli�ed problems along with software quality assurance: identify, quantify,
and reduce errors in the computational model and its numerical solution. Model validation
activities measure accuracy in relation to experimental data with emphasis on validation tiers
based on unit problems, benchmark cases, subsystem cases, and complete systems: identify
and quantify error and uncertainty in the conceptual and computational models, quantify the
numerical error in the computational solution, estimate the experimental uncertainty, and com-
pare the computational and experimental results. Solution veri�cation largely follows Roache
in using GCI along with consistency and iterative convergence checks. Rigorous implementa-
tion is impressive [5, 6]; nonetheless, these de�nitions are subject to same criticisms mentioned
earlier. Another problem with such de�nitions is lack of an overall mathematical framework
for V&V, which is considered essential in the author’s viewpoint similarly as it is an essential
and integral part of EFD uncertainty analysis.
The literature also includes editorial policy statements [7], additional guidelines [8], and

numerous case studies, which mostly focus on veri�cation procedures for 2D problems (e.g.
volume 36 of the AIAA Journal and volume 124 of the ASME Journal of Fluids Engineering).
In general, this literature follows approaches similar to that described above.
The authors and colleagues [9] developed an alternative quantitative approach to solu-

tion V&V speci�cally for already developed CFD codes for industrial applications (geome-
try and domain; models; initial, boundary and other conditions; �uid properties) and input
parameters (such as iteration numbers and grid and time step sizes), which di�ers consid-
erably from previous approaches. It is assumed that code veri�cation and quality assurance
issues have already been dealt with during code development. Similarly, if appropriate, it is
assumed that model validation for simpli�ed problems has also already been dealt with dur-
ing model development. The philosophy is strongly in�uenced by EFD uncertainty analysis
[10], including use of EFD de�nitions for errors and uncertainties. The methodology is based
on concepts, de�nitions, and equations derived for simulation errors and uncertainties, which
provide the overall mathematical framework. Veri�cation procedures for estimating numerical
errors and uncertainties include (1) the options of estimating the numerical uncertainty or the
numerical error itself, which is used to obtain a corrected solution, and its uncertainty; and
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(2) the concept of correction factors based on analytical benchmarks. Previously developed
validation methodology and procedures for estimating modelling errors and uncertainties [11]
were extended to include the option of use of corrected solutions.
The V&V approach [9] has been shown to be successful in establishing intervals of V&V

for RANS simulations for ship hydrodynamics by present authors and colleagues [12–19]
and international colleagues through its use at Gothenburg 2000 Workshop on CFD in Ship
Hydrodynamics [20] and CFD Workshop Tokyo 2005 [21].
A shortcoming of this and other V&V approaches is that the justi�cation for uncertainty

estimates at 95% con�dence level is based on reasoning similar to that used for EFD bias
uncertainties at the 0-order-replication level without additional statistical 1-order-replication
level precision uncertainties, which in combination provides N -order-replication level and
increased con�dence for EFD uncertainty analysis. Recently, present authors addressed this
issue through development of a statistical approach for CFD code certi�cation [22]. As with
V&V there are many viewpoints on certi�cation [2]. Certi�cation is de�ned as a process for
assessing probabilistic con�dence intervals for CFD codes for speci�c benchmark applica-
tions and certi�cation variables. Presumably, range of applications requires interpolation and
extrapolation methods. The approach combines previous V&V approach with extensions of
concept of N -version testing [23] for consideration bias uncertainties and use of reference val-
ues (experimental data and uncertainties) for estimating interval of certi�cation. The authors
have developed a similar approach for estimating intervals of certi�cation or biases of EFD
facilities or measurement systems including uncertainties [24].
The V&V approach [9] has also undergone criticism; most notably, Oberkampf [25]

believes there is a conceptual �aw in the proposed approach to validation based on 3 criticisms
and Roache [26] presents seven criticisms of the correction-factor veri�cation method. We dis-
agree with Oberkampf [25], as discussed in Reference [27]. We agree with the �rst criticism of
Roache [26] and made appropriate revisions of the correction factor uncertainty estimates;
however, we disagree with the other criticisms, as discussed in Reference [28].
The present paper summarizes and combines the V&V of CFD simulation and certi�cation

of CFD code approaches into a single presentation. Clari�cation is provided for some important
aspects. An example of the application of quantitative certi�cation of RANS codes is presented
for ship hydrodynamics. Opportunities and challenges for achieving consensus and standard
V&V and certi�cation methodology and procedures are discussed.

SIMULATION AND CODE LEVEL ERRORS AND UNCERTAINTIES

The simulation error �S is de�ned as the di�erence between a simulation result S and the
truth T (objective reality) and is assumed composed of additive modelling �SM and numerical
�SN errors

�S = S − T = �SM + �SN (1)

Modelling errors are due to the mathematical physics problem formulation in terms of a con-
tinuous initial boundary value problem (IBVP), whereas numerical errors are due to numerical
solution of the discrete IBVP. Equation (1) is considered a reasonable �rst approximation in
consideration of the development and execution of CFD codes; however, correlations between
modelling and numerical errors are also possible and should be considered in the future.
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Appendix A of Reference [29] provides a derivation of (1) based on linear operator theory,
which clari�es the source and role of modelling and numerical errors and provides additional
justi�cation for their being additive. The simulation uncertainty equation follows directly by
considering (1) as a data reduction equation, as per EFD uncertainty analysis

U 2
S =U

2
SM +U

2
SN (2)

For simulations (unlike experiments except for calibrations), it is possible under certain con-
ditions to estimate the numerical error both in sign and magnitude �∗

SN such that

�SN = �∗
SN + �SN (3)

where �SN is the error in the estimate. In this case, the simulation value is corrected to provide
a numerical benchmark SC , which is de�ned as

SC = S − �∗
SN (4)

with corrected simulation error �SC and uncertainty USC equations

�SC = SC − T = �SM + �SN (5)

U 2
SC = U

2
SM +U

2
SCN (6)

where USCN is the uncertainty estimate for �SN . The concept of deterministic error estimate
for simulations seems appropriate and has been advocated by others. Equations (1)–(6) are
fundamental to the present V&V of CFD simulation and certi�cation of CFD code approaches
and form the basis of the de�nitions, methodology, and procedures that follow.
V&V of CFD simulations are conducted at the individual user, code, model, grid-type, etc.

level (simulation level) for speci�ed applications with available benchmark EFD validation
data and uncertainties. The error estimates are based on �xed values with same reasoning for
95% con�dence level as used for single-realizations and 0-order-replication level bias limit
estimation in EFD. This is the smallest uncertainty interval that could be achieved with the
CFD code for the speci�ed application.
Certi�cation of CFD codes is done at the multiple codes or users, models, grid-types, etc.

level (code level), which has been refereed to as N -version testing [23]. Multiple users are
appropriate for code development and many user codes, whereas multiple codes is appropriate
for various few user codes (often case for industrial applications). Di�erences between versions
and implementations are due to myriad possibilities for modelling, numerical methods, and
their implementation as CFD codes and simulations. As with estimating EFD precision limits
using multiple realizations and 1-order-replication level testing, such estimates only include
those factors turned on, which can be used to isolate di�erences, e.g. by using same models or
grid types. In all cases, 95% con�dence uncertainty estimates are based on normal distributions
with similar reasoning as used for EFD precision uncertainties.
Estimating uncertainties in simulation results from CFD codes is essential when using such

results in making design decisions just as is the case in using EFD results. Thus, just as
EFD uncertainty analysis is required to have measurable con�dence in an experiment, CFD
uncertainty analysis is required to have measurable con�dence in a simulation.

Copyright ? 2005 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2006; 50:1335–1355



QUANTITATIVE V&V OF CFD SIMULATIONS 1339

VERIFICATION AND VALIDATION OF CFD SIMULATIONS

Veri�cation methodology

Veri�cation is de�ned as a process for assessing simulation numerical uncertainty USN and,
when conditions permit, estimating the sign and magnitude �∗

SN of the simulation numerical
error itself and the uncertainty in that error estimate USCN .
The numerical error is decomposed into contributions from iteration number �I , grid size

�G, time step �T , and other input parameters �P

�SN = �I + �G + �T + �P= �I +
J∑
j=1
�j (7)

which again as �rst approximation errors are assumed additive with simulation numerical
uncertainty

U 2
SN =U

2
I +U

2
G +U

2
T +U

2
P (8)

Similarly, for the corrected simulation

�∗
SN = �

∗
I + �

∗
G + �

∗
T + �

∗
P (9)

U 2
SCN = U

2
IC +U

2
GC +U

2
TC +U

2
PC (10)

Substituting (9) into (4) yields

SC = S −
(
�∗
I +

J∑
j=1
�∗
j

)
(11)

or

S= SC +

(
�∗
I +

J∑
j=1
�∗
j

)
(12)

Veri�cation procedures are based on (12).
Using (5), (11) can also be written as

SC =T + �SM + �SN (13)

which shows that the corrected simulation result is equal to the truth plus simulation modelling
error and presumable small error �SN in the estimate of the numerical error �∗

SN . However,
during veri�cation the focus is on using (12) for estimating either (8) or (9) and (10), whereas
as discussed next during validation focus is on estimating T and �SM .

Validation methodology and procedures

Validation is de�ned as a process for assessing simulation modelling uncertainty USM by using
benchmark experimental data and, when conditions permit, estimating the sign and magnitude
of the modelling error �SM itself.
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The comparison error E is de�ned by the di�erence in the data D and simulation S values

E=D − S= �D − (�SM + �SN) (14)

where �D is the experimental error. Equation (14) follows directly from (1) with T estimated
by D − �D. It is assumed that D is based on an appropriate averaging of individual mea-
surements and �D is estimated using standard EFD uncertainty analysis procedures as UD.
Modelling errors �SM can be decomposed into modelling assumptions and use of previous
data. To determine if validation has been achieved, E is compared to the validation uncertainty
UV given by

U 2
V =U

2
D +U

2
SN (15)

If |E|¡UV , the combination of all the errors in D and S is smaller than UV and validation
is achieved at the UV interval. If UV � |E|, the sign and magnitude of E ≈ �SM can be used
to make modelling improvements. For the corrected simulation

EC = D − SC = �D − (�SM + �SN) (16)

U 2
VC = U

2
EC −U 2

SM =U
2
D +U

2
SCN (17)

Veri�cation procedures

Solution veri�cation procedures provide error and uncertainty estimates for all possible
numerical error sources; however, in view of root-sum-square (RSS) representation of to-
tal uncertainty estimate only those most signi�cant need be considered, which for many CFD
solutions are iterative, grid size, and time step errors. Other error sources that may also be
signi�cant include: arti�cial compressibility or other similar input parameters; domain size
or other similar errors; and round-o� errors. For some error sources (e.g. domain size and
turbulence model parameters), estimates can be based on sensitivity studies.
Procedures for estimating iterative errors are discussed in References [5, 6, 9, 30] and deserve

more discussion, especially for unsteady �ows.
Procedures for estimating grid size and time step errors are largely based on RE in which

convergence studies are conducted with multiple, systematically re�ned grid sizes or time
steps. RE was extended to include estimation of uncertainty using the GCI with factor of safety
approach [1, 2]. GCI and other uncertainty estimates, including a new uncertainty estimate, are
compared in Reference [31]. RE with concept of correction factors for estimating errors and
uncertainties is used in Reference [9]. A least squares approach was proposed for estimating
order of accuracy from RE when more than three grids are used and there is variability
between grid studies [32]. Details of correction factor and GCI veri�cation procedures are
presented below. Wilson et al. [28] provides discussion and comparison of correction factor,
GCI, and other approaches.
Single grid approaches to estimating numerical error are also of interest and include:

(i) solution of supplemental partial di�erential equations for numerical error; (ii) compar-
ing the base solution with a solution obtained with a higher-order method; and (iii) algebraic
evaluations of the solution through post-processing (e.g. derivatives, conservation variables,
and solution reconstruction). The �rst two single grid approaches provide quantitative er-
ror estimates, while the last only provides a qualitative error indicator (e.g. grid adaptation
methods). Although single grid approaches have the advantage of not requiring generation of
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multiple grids and solutions, additional resources are required for code development, mem-
ory, and execution time associated with solution of the error equation or of the higher order
solution. Studies have used the single grid approach [33, 34] and also compared single and
multiple grid approaches [29, 35, 36] for simple model problems. Recent work shows promise
for application of single-grid approaches to non-trivial problems [37]. In contrast to single grid
approaches, the multiple grid approach can be used to establish convergence and is relatively
inexpensive to implement. Other approaches such as ‘manufactured solutions’ (i.e. selecting
an exact solution which is applied to the governing PDE to yield a source term that produces
the exact solution) can be used to verify various elements of a CFD code but do not provide
quantitative error estimates for a particular application.

Convergence studies. Iterative and input parameter (e.g. grid or time) convergence studies
are conducted using multiple solutions (at least 3) with systematic parameter re�nement by
varying the kth input parameter �xk while holding all other parameters constant. For ex-
ample, consider a time-dependent simulation with simulation numerical error given by (7)
�SN = �G + �T , assuming that iterative errors are negligible. �G is estimated from a grid size
study using three calculations where the grid size is systematically coarsened in all coor-
dinate directions (�x1;�x2;�x3) and the time step is held constant (�t1). �T is estimated
from a time step study where three calculations are performed with time step coarsening
(�t1;�t2;�t3) and with the grid �xed (�x1). The simulation with �nest grid and smallest
time step is common to both the grid size and time step study. Iterative errors must be accu-
rately estimated or negligible in comparison to errors due to input parameters before accurate
convergence studies can be conducted. Changes between medium–�ne �k21 = Ŝk2 − Ŝk1 and
coarse–medium �k32 = Ŝk3 − Ŝk2 solutions are used to de�ne the convergence ratio

Rk = �k21
/
�k32 (18)

and to determine convergence condition where Ŝk1 , Ŝk2 , Ŝk3 correspond to solutions with �ne,
medium, and coarse input parameter, respectively, corrected for iterative errors. Four apparent
convergence conditions are possible¶

(i) Monotonic convergence : 0¡Rk¡1

(ii) Oscillatory convergence : Rk¡0; |Rk |¡1

(iii) Monotonic divergence : Rk¿1

(iv) Oscillatory divergence : Rk¡0; |Rk |¿1

(19)

For condition (i), generalized RE is used to estimate Uk or �∗
k and UkC . For condition

(ii), uncertainties are estimated simply by attempting to band the error based on oscillation
maximums SU and minimums SL, i.e. Uk = 1

2(SU − SL), provided that the mean value is not
drifting. This estimate may not be accurate if the observed values do not occur near the

¶Authors are indebted to Roache [38] for pointing out the possibility of condition (iv), which was not included in
Reference [9].
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minimums=maximums of the oscillations (i.e. you may need more than three samples to de-
�ne the cycle and accurately estimate its uncertainty). For diverging conditions (iii) and (iv),
errors and uncertainties cannot be estimated. For oscillatory convergence (ii) or divergence
(iv), solutions exhibit oscillations, which may be erroneously identi�ed as condition (i) or
(iii). Oscillatory convergence issues are also discussed in References [31, 39].

Generalized RE. For convergence condition (i), generalized RE is used to estimate the error
�∗
k and order-of-accuracy pk due to selection of the kth input parameter. The error is expanded
in a power series expansion with integer powers of �xk as a �nite sum. The accuracy of
the estimates depends on how many terms are retained in the expansion, the magnitude
(importance) of the higher-order terms, and the validity of the assumptions made in RE
theory.
With three solutions, only the leading term can be estimated, which provides one-term

estimates for error and order of accuracy

�∗
REk1

=
�k21

rpkk − 1 (20)

pk =
ln(�k32=�k21)
ln(rk)

(21)

Equations (20) and (21) are for uniform parameter re�nement ratio rk . For non-uniform
parameter re�nement ratio, Equation (20) is used with rk replaced by rk21 and Equation (21)
is replaced by

pk =
ln(�k32=�k21)
ln(rk21)

− 1
ln(rk21)

[ln(rpkk32 − 1)− ln(rpkk21 − 1)] (22)

In general, m=2n + 1 solutions are required to estimate the �rst n terms of the error
expansion; however, it is di�cult to calculate n¿1 terms for practical applications since
all m solutions must be both monotonically convergent and su�ciently close to asymptotic
range.
There are many di�culties in applying RE to practical applications, especially demonstrat-

ing that solutions are su�ciently close to the asymptotic range. Resources for many and
very �ne grid size and time step are expensive. Choice of parameter re�nement ratios and
separation of iterative errors and grid size or time step errors for very �ne values are prob-
lematic. The nature of how solutions approach the asymptotic range is not well understood
except for analytical and numerical benchmarks. Nonetheless application of RE even with
only three solutions can provide reasonable error and uncertainty estimates, as shown by many
examples.
Correction factor Ck and GCI both use Equations (20) and (21) or (22) for estimating

numerical errors �SN (7) and uncertainties USN (8), as described next. Under certain con-
ditions, �∗

SN (9) can be used to correct the simulation value and to produce a numerical
benchmark SC (4). Strictly speaking, the corrected solution will not satisfy the same conser-
vation properties (e.g. mass and momentum) as the uncorrected solution, although if solutions
are close to the asymptotic range one would expect the correction and the lack of conser-
vation for the benchmark solution to be small. Situations that might prevent correction of
the solution include variability in the observed order of accuracy, lack of complete iterative
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convergence, and solutions far from the asymptotic range. Situations exist when it is useful
to make use of the corrected solution, e.g. for validation of veri�cation procedures using nu-
merical benchmarks in which the corrected solution is assumed without numerical error and
modelling errors are assumed same for all solutions [40] and for practical applications as
aid in assessing modelling errors when monotonic convergence established for multiple grid
triplets and=or iterative convergence and resource issues for very �ne grids [12, 13].

Estimating errors and uncertainties with correction factor. Correction factors provide a quan-
titative metric for de�ning distance of solutions from the asymptotic range and approximately
account for the e�ects of higher-order terms in making error and uncertainty estimates origi-
nally based on V&V studies for 1D wave [9] and 2D Laplace equation analytical benchmarks,
which showed that the one-term RE error estimate (20) has correct form, but one-term RE
order-of-accuracy estimate (21) is poor except in asymptotic range. Multiplication of (20) by
correction factors provides improved error and uncertainty estimates.
The numerical error is de�ned as

�∗
k1 =Ck�

∗
REk1

=Ck

(
�k21

rpkk − 1
)

(23)

where an expression for the correction factor Ck is based on solution of (23) for Ck with
�∗
REk1

based on (20) but replacing observed pk with the improved estimate pkest

Ck =
rpkk − 1
rpkestk − 1 (24)

pkest is an estimate for the limiting order of accuracy of the �rst term as spacing size goes to
zero and the asymptotic range is reached so that Ck → 1. Equation (24) roughly accounts for
the e�ects of higher-order terms by replacing pk with pkest thereby improving the single-term
estimate. Substitution of (24) into (23) results in an expression, which now requires only two
solutions for evaluation

�∗
k1 =

(
�k21

rpkestk − 1

)
(25)

However, information from all three grids is used to evaluate the uncertainty Uk , since Ck is
incorporated in its de�nition.
The uncorrected Uk and corrected Ukc solution uncertainty estimates given by Equations (33)

and (34) in Reference [9] are de�cient for correction factor Ck61 and Ck =1, respectively, in
only providing 50% uncertainty estimate (con�dence level), as pointed out by Roache [26]. In
Reference [13], Equation (33) in Reference [9] was revised for proper behaviour for Ck¡1:
increasing factor of safety for decreasing Ck (i.e. distance from the asymptotic range) similarly
as is the case for Ck¿1. Subsequently [28], revisions were also made for proper behaviour
for Ck =1 for both Equations (33) and (34) in Reference [9]: provision for 10% factor of
safety in the limit Ck =1 while smoothly merging with previous correction factor uncertainty
estimates for |1− Ck |¿0:125 (uncorrected solution) and 0.25 (corrected solution) given in
References [9, 13]. Incorporating both revisions the uncorrected Uk and corrected Ukc solution
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uncertainty estimates are given by

Uk =

⎧⎨
⎩
[9:6(1− Ck)2 + 1:1]|�∗

REk1
| |1− Ck |¡0:125

[2|1− Ck |+ 1]|�∗
REk1

| |1− Ck |¿0:125
(26)

UkC =

⎧⎨
⎩
[2:4(1− Ck)2 + 0:1]|�∗

REk1
| |1− Ck |¡0:25

[|1− Ck |]|�∗
REk1

| |1− Ck |¿0:25
(27)

For uncorrected solutions, uncertainty estimate Uk (26) is based on the absolute value of
the corrected error estimate plus the amount of the correction. For corrected solutions (i.e.
corrected error estimate is used both in sign and magnitude to de�ne numerical benchmark
Sc= S − Ck�∗

REk1
), Ukc (27) is based on the absolute value of the amount of the correction.

Estimating uncertainties with GCI. In the GCI approach [1, 2] the uncertainty Uk is de�ned
using the error estimate from RE multiplied by a factor of safety FS to band simulation error

Uk =FS |�∗
REk1

| (28)

where �∗
REk1

is based on a single-term estimate as given by (20) with either assumed or
estimated (observed) order of accuracy. If the order of accuracy is assumed (e.g. based on
theoretical values), only two solutions are required for evaluation of (20). In Reference [32],
the GCI approach was extended for situations where the solution is corrected with an error
estimate from RE as

UkC =(FS − 1)|�∗
REk1

| (29)

An alternative expression for the uncertainty in the corrected solution has also been proposed
by Equation (5.6.4) in Reference [2], which is based on a standard three-grid error estimate,
i.e. (20), but with the change between �ne and medium solutions �k21 = S2 − S1 replaced by
the change between the numerical benchmark and �ne solution �k1C = S1 − SC which can be
written in the following alternative form:

UkC =
(

1
rpkk − 1

)
|�∗
REk1

| (30)

This form shows that the amount of conservatism is a function of the re�nement ratio rk
and order pk , e.g. for a second-order method with pk =2, the multiplication factor applied
to |�∗

REk1
| is 2.4, 1, 1

3 for rk =
4
√
2;

√
2; 2, respectively. Thus for rk ¡

√
2, the multiplication

factor is greater than 1.0 giving the unacceptable result that the uncertainty in the corrected
solution is larger than the error in the uncorrected solution. The term ‘factor of safety’ is
used in analogy to its use in design problems. In a design environment the particular value
for the factor of safety is in�uenced by many factors including intended purpose, conditions,
and level of con�dence in the analysis. For the GCI, the value for factor of safety is based
on empirical data and FS =1:25 is recommended in Reference [2] for careful grid studies and
FS =3:0 for cases in which only two grids are used and order of accuracy is assumed from
the theoretical value pth.
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CERTIFICATION OF CFD CODES

At code level uncertainties are further decomposed into systematic (bias) and random
(precision) components

U 2
S =B

2
S + P

2
S =(B

2
SM + B

2
SN) + P

2
S (31)

where bias uncertainties are estimated at the simulation (single realization) level and precision
uncertainties at the code (N -version, multiple realization) level. Equation (31) can be written
both for an individual code Si and the average of N -version codes (mean code)

�S=
1
N

N∑
i=1
Si (32)

as

U 2
Si =B

2
Si + P

2
Si (33)

and

U 2
�S =B

2
�S + P

2
�S (34)

V&V studies (simulation level) provide

B2Si =B
2
SM i

+ B2SN i
(35)

where modelling uncertainties are decomposed into known (e.g. use of previous data or from
component analysis) and estimated and unknown (e.g. due to modelling assumptions)

B2SM i
=B2SME i + B

2
SMAi (36)

and numerical uncertainties are decomposed into estimates for iterative, grid, time, and other
input parameters

B2SN i
=B2SNI i + B

2
SNGi + B

2
SNT i + B

2
SNPi (37)

The mean code bias error is based on the average RSS for the individual codes

B2�S =
1
N

N∑
i=1
B2Si =B

2
SME

+ B2
SMA

+ B2
SN

(38)

N -version testing (code level) provides

PSi =2�Si (39)

where

�Si =
[

1
N − 1

N∑
i=1
(Si − �S)2

]1=2
(40)
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and

P �S =
2�Si√
N

(41)

For normal Si distributions, the estimated truth �SET lies within the con�dence intervals

Si −USi6 �SET6Si +USi (42)

and

�S −U �S6 �SET6 �S +U �S (43)

Assume N¿10 and codes su�ciently similar in modelling and numerical methods and code
development that Si distribution is approximately normal. Such distributions are realizable
both in ship hydrodynamics and aerodynamics for certain applications; however, multiple
peaks and non-normal distributions are also realized and should be expected, e.g. clustering
around turbulence models or grid types.
The mean comparison error is de�ned as the di�erence between the mean code and exper-

imental values

E=D − �S (44)

with uncertainty

U 2
E =U

2
D +U

2
�S (45)

where from (34) and (38)

U 2
�S =B

2
SME + B

2
SMA + B

2
SN + P

2
�S (46)

Following the same reasoning and approach used for validation, certi�cation uncertainty UC
is de�ned as

U 2
C =U

2
E − B2SMA=U 2

D + B
2
SME + B

2
SN + P

2
�S (47)

and for

|E|6UC (48)

mean code is certi�ed at interval UC , whereas for

|E|¿UC (49)

mean code is not certi�ed due to modelling assumptions. E can be used for modelling as-
sumptions improvements. In particular, for

|E| � UC (50)

E ≈ �SMA (51)

Copyright ? 2005 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2006; 50:1335–1355



QUANTITATIVE V&V OF CFD SIMULATIONS 1347

Similar analysis can be done for the individual code

Ei = D − Si (52)

U 2
Ei = U

2
D +U

2
Si (53)

U 2
Si = B

2
SME i + B

2
SMAi + B

2
SN i
+ P2Si (54)

U 2
Ci = U

2
Ei −U 2

SMAi =U
2
D + B

2
SME i + B

2
SN i
+ P2Si (55)

and for

|Ei|6UCi (56)

individual code is certi�ed at interval UCi , whereas for

|Ei|¿UCi (57)

individual code is not certi�ed due to modelling assumptions. Ei can be used for modelling
assumptions improvements. In particular, for

|Ei| � UCi (58)

Ei ≈ �SMAi (59)

Equations (44)–(59) are similar to References [9, 11] equations for validation, except therein
USi neglects PSi such that

U 2
Ci =U

2
Vi =U

2
D + B

2
SME i + B

2
SN i

(60)

the validation uncertainty. Certi�cation provides additional con�dence compared to validation;
since, additionally based on statistics of normal distribution of N -versions. Certi�cation uncer-
tainty is also an improvement over simply identifying outliers [23] based on PSi alone; since
additionally it includes considerations of bias uncertainties. As with EFD uncertainty analy-
sis, maximum con�dence is achieved if both bias and precision uncertainties are considered.
Reference [22] provides subgroup analysis procedures for isolating and assessing di�erences
due to use of di�erent models and=or numerical methods, including comparisons with the
method of analysis of the means [23].

EXAMPLE CERTIFICATION OF RANS CODES FOR SHIP HYDRODYNAMICS

An example is provided for certi�cation of RANS CFD codes for ship hydrodynamics based
on the Gothenburg 2000 Workshop on CFD in Ship Hydrodynamics [20]. Twenty participat-
ing research groups from 11 countries and 16 di�erent RANS codes were used for simulations
of 3 test cases representing tanker (13 submissions), container (7 submissions), and surface
combatant (7 submissions) hull forms for which benchmark experimental data and uncer-
tainties were available. The results for the tanker test case resistance (including friction and
pressure components) indicated normal distributions and are used as example of certi�cation.
The tanker (KVLCC2) test case is a modern hull form with bulbous bow and stern. In this
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case, the free surface was not included in the simulations; since, the design Froude number
(Fr)= 0.142 and wave e�ects small. The results for the container (Fr= 0.25) and surface
combatant (Fr= 0.28) test case resistance did not indicate normal distributions due possibly
to fewer submissions and complexity of free surface modelling. For KVLCC2, there were 13
submissions using 9 codes with 1 zero equation (Baldwin–Lomax), 2 one-equation (Spalart–
Allmaras), 7 two-equation (4 k-w and 3 k-e), and 3 Reynolds stress turbulence models.
Table I lists the organizations, codes, turbulence models, and summary of V&V and certi�-
cation results for individual codes. Table II summarizes V&V and certi�cation results for the
mean code. Figure 1 shows the histogram and running record using the mean and standard
deviation. Reference [22] includes results using median and median absolute deviation and
subgroup analysis for 1 and 2 equation turbulence models.

Veri�cation

The workshop recommended that the veri�cation procedures proposed by the 22nd ITTC
Resistance Committee [41] be used, which are largely based on Reference [9]. Estimates
from alternative methods, including extrapolation of uncertainty estimates from benchmark
applications, was also acceptable. Most groups implemented the recommended procedures,
but lack of familiarity and use of coarser grids with solutions far from the asymptotic range
led to di�culties. Results from grid studies showed a mixture of monotonic convergence with
orders of accuracy in some cases far from expected values, oscillatory convergence, and even
divergence. In spite of the di�culties, the e�ort was bene�cial in quantitative evaluation of
intervals of V&V. Quantitative estimates for iterative uncertainty UI [BSNI i in Equation (37)]
were usually not given; however, many groups mention that it is small compared to grid
uncertainty, e.g. about 0:1%S (where S is solution on �nest grid). For KVLCC2 the grid
density varies from 0.2 to 7.9M, but most, including those providing the most detailed veri�-
cation, use about 1M (�nest grid). Five groups show convergence for the total resistance CT
with grid uncertainty UG [BSNGi in Equation (37)] ranging from 0.1 to 4:8% �S with average
value UGave = 2:9% �S, as shown in Table I. Excluding the oscillatory convergence case, which
is an order of magnitude smaller than the others, the results seem reasonable UGave = 3:6% �S
in comparison with values reported for the other two hull forms: UGave = 2:3 and 5:8% �S for
container and surface combatant hull forms, respectively. Other submissions listed in Table I
did not provide quantitative uncertainty estimates for UG.

Validation

At the workshop, focus of validation was on prediction of mean and turbulent wake based
on local �ow wind tunnel measurements for a double body (Fr= 0.0) and, unfortunately, no
resistance data are available. Experimental value used for example is based on ITTC model-
ship correlation line and average form factor k predicted by CFD codes [D=(1 + k)CF0
= 4:302× 10−3 where CF0 = 3:45× 10−3 and k=0:247] with uncertainty UD=2:2%D based
on best estimate for towing tank resistance test. The purpose is mainly to display proposed
procedures, but values are reasonable approximations based on other hulls. The comparison
error for the mean code E(44) is small −0:1% �S, whereas for the individual codes Ei(52)
ranges from ±10% �S, as shown in Table I. For the codes (simulations) for which numerical
uncertainties are available, the comparison error ranges from 0.6 to 5% �S and validation un-
certainty UVi(60) ranges from 2.2 to 5.3% �S with average value 3.8% �S such that only the code
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Figure 1. Histogram, normal distribution and running record for the KVLCC2 test case
using mean and standard deviation.

with the largest comparison error 5% �S is not validated. Other than the oscillatory convergence
case, the simulation numerical uncertainty is much larger than experimental uncertainty. The
mean code is validated at 3.9% �S (Table II).
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Table II. Summary of V&V and certi�cation results for mean code.

�S D E (%) UC (%) UV (%) UD (%) BSN (%) P �S (%)

Using mean 1.000 0.999 −0.1 4.9 3.90 2.20 3.27 2.88
Using median 1.000 0.995 −0.5 4.4 3.90 2.20 3.27 2.05

All percentages based on �S.

Certi�cation

Certi�cation is done using both previous de�nitions of mean and standard deviation and
corresponding de�nitions of median and median absolute deviation (MAD), which provide
more robust estimates [23]. For the codes (simulations) for which numerical uncertainties
are available, the certi�cation uncertainty UCi(55) ranges from 10.6 to 11.7% �S, which is
dominated by the individual code precision uncertainty, as shown in Table I. All codes are
certi�ed at an average interval of 11.1% �S. Mean code, however, is certi�ed at interval of
4.9% �S, which is dominated by simulation numerical bias uncertainty (Table II). Results using
median and MAD are not shown but similar with reduction in values: average interval of
8.4% �S and mean code 4.4% �S. Results are also shown graphically in Figure 1. Based on PSi
alone, 0=3 outliers are identi�ed using mean=median, respectively.

Discussion

V&V alone indicates that the various code simulations are validated at about 4% �S interval.
Reduction interval primarily requires reduction in simulation numerical uncertainty since it
is much larger than EFD data uncertainty. Additionally, certi�cation indicates codes certi�ed
at about 11% �S interval. Reduction interval primarily requires reduction in the scatter in the
results from the various codes. The overall conclusion is to reduce the intervals of veri�cation;
since, this will reduce the intervals of validation and hopefully di�erences between the codes
and thereby also the intervals of certi�cation. Present scatter in results (intervals PSi) is similar
to intervals for aerodynamics application for wing-body con�guration [23].

DISCUSSION STANDARDIZATION OF METHODOLOGY AND PROCEDURES

The solid opportunity for achieving consensus and standard V&V and certi�cation method-
ology and procedures rests in the rapid increase of use of CFD for design, which abso-
lutely requires quantitative estimation of intervals of uncertainty and levels of con�dence.
At the same time, challenges are seemingly insurmountable, as many viewpoints exist on
nearly all aspects of CFD uncertainty analysis=accuracy estimation from basic de�nitions and
equations (or lack of equations) to methodology to detailed procedures. Interestingly, largest
di�erences are not with actual procedures, but with de�nitions and methodology, as discussed
next speci�cally for V&V for CFD simulations, which may o�er a ray of hope.
Most agree that solution veri�cation procedures involve assessing numerical errors, es-

pecially iterative, grid size, and time step errors. Although there are some di�erences in
detailed veri�cation procedures for assessing iterative and grid or time convergence, e.g. use
of residuals vs dependent variable time histories and GCI vs correction factors, and there is a
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continuing need for identi�cation of additional error sources and improved estimation methods
these hardly seem show stoppers. The di�erences arise in how one makes use of the numeri-
cal error estimates such as in estimating numerical accuracy vs numerical uncertainties and in
how those estimates are used. AIAA [3, 4] estimates numerical accuracy, whereas ASME [7],
Roache [2, 42], and present approach estimate numerical uncertainties. In all but present ap-
proach estimates stand alone, i.e. equations are not provided for combining such estimates for
an overall estimate of numerical uncertainty=accuracy. Similarly in all but present approach
estimates are end in themselves and do not play an explicit role in validation.
Similarly, most agree that validation procedures involve assessing modelling errors by com-

paring CFD solutions with EFD data, including consideration of EFD uncertainty. The dif-
ferences are in role of numerical errors and validation quanti�cation. AIAA [3, 4] approach
quanti�es validation based on percent error with caveat that numerical accuracies and experi-
mental uncertainties should not be too large. Present approach quanti�es interval of validation
by comparison of percent error with RSS of all estimated numerical and experimental uncer-
tainties. Recently, Roache [42] retracted his previous criticism [43] of [11] and is ‘now in
agreement with [11].’
These di�erences in V&V procedures arise from di�erences in de�nitions for simulation

errors and uncertainties and V&V methodology, as discussed in the Introduction, which to
some extent can be considered semantics, but not completely. Most important issues seem
to be de�nitions used for errors and uncertainties and focus on these or accuracies; use of
mathematical framework vs lists of activities for de�ning V&V; and determining level of
con�dence for error and uncertainty or accuracy estimates.
AIAA de�nitions for error and uncertainty are broad and as already mentioned based on

information theory. EFD de�nitions used by Roache [2, 42], ASME [7], and present are not
contradictory with AIAA [3, 4], but are more precise for CFD applications. AIAA [3, 4]
emphasize on estimating accuracy vs errors and uncertainties is largely semantics; since, error
and accuracy are inextricable and whichever used requires uncertainty estimate and con�dence
level for practical application.
Roache [2], AIAA [3, 4], and ASME [7] provide broad de�nitions, phrases and lists of

activities as de�nitions of V&V, whereas present approach provides equations, which clearly
demarcate veri�cation as dealing with estimation of numerical uncertainty and validation with
estimation of modelling uncertainty. There is no ambiguity in these de�nitions, whereas afore-
mentioned phrases and activities can be ambiguous, e.g. when using phrases for veri�cation,
the authors suggest a further clari�cation by adding the word ‘numerical analysis’ (i.e. ‘veri�-
cation deals with mathematics of numerical analysis’); since, mathematics is also involved in
modelling. Similarly, de�ning veri�cation with regard to reducing errors in a computational
model and validation with regard to quanti�cation of numerical error are mixture of veri�cation
and validation. Reference [25] levelled this same criticism against present approach; however,
we disagree with this reasoning since it involves substitution of D for T in Equation (13)
with the claim that this implies our discussion of veri�cation is in terms of experimental
measurements. The authors do not advocate such a substitution nor focus on Equation (13)
during veri�cation, but rather on (12), which in no way involves experimental data or a
mixture of veri�cation and validation. In fact, all present V&V equations follow directly
from Equation (1) and only insofar as Equation (1) obviously involves both modelling and
numerical errors can one argue that we have mixed veri�cation and validation. Reference [25]
also criticized present validation approach; since, as numerical and experimental uncertainties
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increase, the interval of validation increases and it is easier to obtain validation (similarly as
Reference [43] and rebutted by Coleman and Stern [44]). Although true, this hardly seems
bene�cial since a large interval of validation is clearly not useful from the design point of
view just as it may be easier to conduct an experiment with large uncertainty, but usefulness
of resulting data is limited. Purpose of validation is to assess interval of modelling uncertainty
and thereby ascertain usefulness of modelling approach. From a design point of view it is
essential to estimate intervals of V&V so as to distinguish with con�dence between good and
bad designs.
Uncertainty estimates require an assessment of corresponding level of con�dence such as

95, 50%, etc. In EFD bias errors are estimated with 95% con�dence based on assumption
that the systematic error for a given error source is a �xed, single realization from a random
distribution of possible errors and precision errors are estimated at 95% con�dence based on
statistical analysis of normal distributions procured through replication testing [10]. V&V of
CFD simulations are single realization uncertainty estimates, which is basis of our interpre-
tation of those errors as biases, whereas certi�cation of CFD codes are multiple realization
uncertainty estimates, which is basis of our interpretation of those errors as stochastic. In
both cases arguments for 95% con�dence are directly analogous to EFD. Roache [42] sug-
gests an ensemble of problems in References [2, 40] provide statistical evidence for establish-
ing 95% con�dence level. We �nd no statistical distributions in Reference [2] or [40] while
Reference [40] assumes normal distributions with the claim that twice the standard deviation
leads to a 95% con�dence level with no supporting evidence. Truncation errors are systematic
errors with strong spatial and temporal correlations; therefore, we do not expect errors for sin-
gle problems (i.e. individual user, code, model, grid-type, etc.) to display normal distributions.
As with experimental uncertainty analysis, issues of replication level must be considered.

CONCLUDING REMARKS

The words of wisdom from Aristotle ‘To give a satisfactory decision as to the truth it is
necessary to be rather an arbitrator than a party to the dispute’ and Einstein ‘Truth is what
stands the test of experience’ seem apropos both of which place the burden on CFD users
for more rigorous and widespread implementation V&V; since, currently many users ignore
or only partially implement V&V. Lack of resources and standard procedures can be cited as
justi�cation, but are not really defensible if quality assurance is important.
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